Research Context

Today’s computer systems are distressingly insecure, but many of their vulnerabilities can be avoided if low-level code is constrained to obey sensible safety and security properties. Ideally, such properties might be enforced statically, but for obtaining pervasive guarantees all the way to the level of running machine code it is often more practical to detect and prevent violations dynamically using a reference monitor (Anderson, 1972; Erlingsson and Schneider, 2000; Schneider, 2000). Decades of work have produced a large body of knowledge about monitoring techniques that can reduce the vulnerability of computers and software to malicious subversion by providing sanity checks that current hardware lacks (e.g., “array accesses should always be in-bounds,” “this instruction should never be the target of a Jump,”). Many simply enforce language abstractions that current software and hardware omit, e.g., memory safety or control-flow integrity (CFI); these policies can be automatically applied to all code with no additional programmer burden. Others are policies a system architect might like to apply to security-critical components without auditing or rewriting every line of code in a larger system (e.g., “un-sanitized data from the network should not be treated as a pointer,” “private data should be encrypted before flowing to I/O devices.”). Still others offer primitives that system designers can use to protect critical data, track confidentiality and integrity, or isolate untrusted components.

Reference monitors are sometimes implemented in software, but this can significantly degrade performance and/or cause designers to settle for rough approximations of the intended policy that are potentially vulnerable to attack (Davi et al., 2014; Göktaş et al., 2014). Hardware acceleration is thus an attractive alternative, especially in an era of cheap transistors. Many designs for hardware monitors have been proposed, with early designs focusing on enforcing single hard-wired security policies (Suh et al., 2004) and later ones evolving toward more programmable mechanisms that allow quicker adaptation to a shifting attack landscape.

The motivating insight underlying our work is that a wide range of policies can be efficiently enforced using a generic mechanism that associates each piece of data in the system with a metadata tag describing its provenance or purpose (e.g., “this is an instruction,” “this came from the network,” “this is secret,” “this is sealed with key k”), propagates this metadata as instructions are executed, and checks that policy rules are obeyed throughout the computation. This fully programmable hardware/software architecture provides great flexibility for defining policies and removes limitations on the size of the metadata and the number of policies supported. We use the term micro-policies for instruction-level security-monitoring mechanisms based on fine-grained metadata. The
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goal of this project is to develop and demonstrate a framework for defining, reasoning about, verifying, and efficiently implementing micro-policies. For this we use our team’s expertise in security, formal verification, and hardware design.

When viewed abstractly, each micro-policy consists of (i) sets of metadata tags that are used to label every piece of data in the machine’s memory and registers (including the pc); (ii) a transfer function that, given the current opcode and the tags on the current instruction, the pc, and the instruction operands, specifies how the pc and the instruction’s result should be tagged in the next machine state; and (iii) a set of monitor services that can be invoked by user code. For example, in a micro-policy for “dynamic sealing” (a language-based protection mechanism in the style of perfect symmetric encryption (Morris, 1973)) the set of tags used for registers and memory might be \{Data, Key(k), Sealed(k)\}, where Data is used to tag ordinary data values, Sealed(k) is used to tag values sealed with the key k, and a value tagged Key(k) denotes a key that can be used for sealing and unsealing values. The transfer function for this micro-policy would allow, for example, arithmetic operations on values tagged Data but deny them on data tagged Sealed or Key. Monitor services are provided to allow user programs to create new keys and to seal and unseal data values with given keys.

Our proposed hardware support for micro-policies, called the Programmable Unit for Metadata Processing (PUMP) (Dhawan et al., 2015), is designed as an add-on to a conventional RISC processor. Conceptually, every word of data on the machine is associated with a tag, a full machine word that can, in particular, hold a pointer to an arbitrary data structure in memory. The interpretation of tags is left entirely to software; the hardware simply propagates tags from operands to results according to software-defined rules. To propagate tags efficiently, the processor is augmented with a rule cache that operates in parallel with instruction execution. On a rule cache miss, control is transferred to a trusted miss handler which, given the tags of the instruction’s arguments, decides whether the current operation should be allowed and, if so, computes appropriate tags for its results. It adds this set of argument and result tags to the rule cache so that, when the same situation is encountered in the future, the rule can be applied without slowing down the processor.

This flexible hardware/software mechanism can efficiently implement a wide range of different micro-policies, singly or in combination. It achieves the flexibility and adaptability of software with performance comparable to dedicated hardware. Hardware simulations (Dhawan et al., 2015) using a simple RISC processor (an Alpha) show that a composite micro-policy simultaneously enforcing memory safety, CFI, and taint tracking can be used to monitor a standard benchmark suite with modest impact on runtime (typically under 10%) and power ceiling (less than 10%), in return for some increase in energy usage (typically under 60%) and chip area (110%).

However, encoding desired properties as micro-policies that perform well in practice can be nontrivial. While a higher-level rule-based programming model helps in writing down micro-policies, it is still easy to get them wrong: only formal verification can give complete confidence. This observation motivated two recent papers. In the first we give a formal definition and correctness proof for an information-flow control (IFC) micro-policy (Azevedo de Amorim et al., 2014a). In the second, recently submitted, paper (Azevedo de Amorim et al., 2014b) we introduce a generic framework for defining and formally reasoning about arbitrary micro-policies. The framework is entirely implemented (and checked) in Coq and the code is available online.\(^2\) We use this framework to define and verify micro-policies for dynamic sealing, control-flow integrity, compartmentalization, and memory safety; in addition, we show how to use the tagging mechanism to protect its own integrity. For each micro-policy, we prove by refinement that the hardware running a correctly implemented monitor embodies a high-level specification characterizing a useful security property.

**Topics**

**Express and Verify New Micro-Policies and Extend Some Existing Ones**

The existing policies should give a useful template for studying new micro-policies and further extending some of the existing ones. We will also study composite policies that enforce several of these together (see below).

**Linearity** We would like to develop a novel micro-policy for tracking linear use of resources (Nöcker et al., 1991; Wadler, 1990). Resources such as memory regions and channel endpoints can be marked (e.g., at creation time) as linear, resulting in a pointer (or channel identifier, or any other resource) that is marked as non-copyable; this ensures that, for example, any piece of code that has access to a linear pointer may free it with no danger.

\(^2\)https://github.com/micro-policies
of creating a dangling reference elsewhere. Instructions such as register moves, loads, and stores will have associated policy rules that, when the source register (or memory location) contains a linear value, retag that value as unusable once the instruction completes. This requires one (nontrivial, but we believe feasible) extension to the PUMP hardware: allowing the result of a rule cache lookup not only to determine the tag on the current instruction’s result, but also to set the tag on its source.

Call-stack protection Our fine-grained CFI micro-policy (Azevedo de Amorim et al., 2014b) enforces that each indirect jump reaches a possible target according to the program’s CFG. In particular each return can only reach one of the possible call sites. While useful at preventing attacks, this is not enough for enforcing a stack discipline on calls and returns, and more generally enforcing that an arbitrary stack-based calling convention is respected. We plan to implement, verify, and experiment with a micro-policy enforcing call-stack protection and stack-based calling conventions. A naive implementation of this would simply prohibit user code from executing call and return instructions, and instead require it to perform these operations using monitor calls that perform additional checks. This would, however, have large overhead, and would require the monitor code to access user memory without itself faulting in the rule cache. Existing mechanisms (Azevedo de Amorim et al., 2014b; Dhawan et al., 2015) —ground rules together with “don’t cares” and “copy-throughs”—can solve this second problem. For low-overhead enforcement we would not use monitor calls, but instead enforce that a certain sequence of instructions corresponding to the calling convention is executed before each call or return instruction. Doing this for actual calling conventions for a stock architecture (e.g., ARM) could prove challenging and might require extending the micro-policies framework in non-trivial ways. These extensions will probably be generally useful for expressing inline-reference monitors (Erlingsson and Schneider, 2000; Erlingsson et al., 2006) as micro-policies.

Data-race detection We plan to study a micro-policy enforcing data race detection of concurrent programs. Many algorithms have been developed to detect data races in running programs (Elmas et al., 2007; Flanagan and Freund, 2009; Itzkovitz et al., 1999; O’Callahan and Choi, 2003; Pozniansky and Schuster, 2003; Savage et al., 1997); they differ in the tradeoffs they make between soundness (with respect to data-race freedom), completeness, efficiency, and simplicity. We plan to target sound and complete algorithms such as Itzkovitz et al. (1999), Pozniansky and Schuster (2003) and FastTrack (Flanagan and Freund, 2009). The format of micro-policies meshes well with the common presentation of these algorithms as instrumenting all data in the program, along with a monitor containing global state. The PUMP gives us the facilities to do this directly: instrumentation data for specific variables can be represented as tags on the memory, per-thread information can be stored in the pc tag, and each micro-policy is permitted to have arbitrary internal state for any shared monitor data (e.g., synchronization information). Prior studies on synchronization frequency in benchmark workloads (Bienia, 2011; Flanagan and Freund, 2009) suggest that our scheme should add only modest runtime overhead to typical concurrent programs.

Others More speculatively, we have a number of other ideas for micro-policies that should fit well in our framework: (i) refining pointers into a more expressive form of “capabilities” by tagging them with subsets of \{readable, writeable, jumpable, callable\}; (ii) closures (i.e., represented as code pointers together with protected local environments, tagged so they can be called but not examined); (iii) higher-order contracts (Findler and Felleisen, 2002) (we conjecture that recently proposed mechanisms for tracking components and assigning blame (Dimoulas et al., 2011) can be encoded as tags); and (iv) dynamic type tags.

Extensions Finally, we would also like to work on extensions of our current micro-policies. For instance, we would like to enforce memory safety not only for boxed heap-allocated data (Azevedo de Amorim et al., 2014b), but also for stack-allocated data and C-like unboxed structs.

A Formal Language for Defining Micro-Policies

To streamline both implementing and reasoning about micro-policies, we need a suitably high-level notation—similar in flavor to the informal symbolic rule notation used in Azevedo de Amorim et al. (2014b); Dhawan et al. (2015), but with a detailed, formal definition and a verified compiler. Our LAnguage for Micro-Policies (LAMP) should (i) be expressive enough to support a wide range of micro-policies; (ii) support verification of the expressed micro-policies; (iii) compile to efficient low-level code, in order to write transfer functions and monitor services that may be invoked very often and thus have a huge impact on overall system performance;
(iv) **provide high-assurance** in the correctness of the generated machine code, ideally in the form of a verified compiler; (v) be implementable with reasonable effort, because compiler construction is not the focus of this project; and (vi) support composition of micro-policies to get multiple guarantees at once.

In light of these requirements, our plan is to build **LAMP** as a domain-specific language within Coq, comprising two integrated layers: a *specification* layer, where tags, symbolic rules and monitor services are described directly in a high-level declarative language; and an *implementation* layer, where those definitions are implemented directly by machine code that runs on PUMP-enhanced hardware (see Fig. 1). The symbolic PUMP provides an abstract execution model for tag propagation that elides low-level details, making it more suitable for proofs. This separation will allow micro-policy designers to prove security properties of a system by refinement, as the composition of two theorems: one showing that tags as given by the abstract specification of a micro-policy are capable of enforcing some desired security property, and another one showing that the concrete micro-policy code is indeed an implementation of that specification. Refinement is a standard and effective technique for proving facts about low-level systems (Azevedo de Amorim et al., 2014a; Klein et al., 2009; Liang et al., 2013). Furthermore, since LAMP is just an embedded DSL in Coq, it will be much easier to integrate different definitions used for specifying a micro-policy. For instance, it will be possible to refer directly to the high-level definitions of transfer functions and system services when proving the correctness of the corresponding machine-code implementations. This separation will also make it easier to split the work of micro-policy design, proof, and implementation between different people.

We plan to base LAMP’s implementation layer on Bedrock (Chlipala, 2013), an extensible separation-logic-based Coq framework for verifying machine code generated using structured macros. Bedrock is already tuned for formal verification and generation of efficient code with precise control over memory layout.

**Formally Study Micro-Policy Composition**

Recent hardware optimizations enable us to efficiently enforce multiple policies simultaneously (Dhawan et al., 2015): under 10% overhead for memory safety, CFI, and taint tracking simultaneously. The major difficulty is indeed not in composing micro-policies (that is for the most part easy: just take tags to be tuples of subtags and dispatch to the transfer functions of the individual policies), but in composing specifications and correctness proofs. One subclass for which we think composition should be relatively easy is micro-policies without monitor services: all micro-policies in this class are orthogonal, and one is in the realm of execution monitoring / safety properties where composition is well studied (Schneider, 2000). While this class is restrictive, some of the micro-policies we study in this work are already in this class (CFI doesn’t itself use monitor services) or could plausibly be translated to this class by replacing monitor services by new primitives like ”one-shot” rules for the allocation of fresh names (memory safety, taint tracking). Our ASPLOS paper (Dhawan et al., 2015) did in fact use one-shot rules to implement and evaluate the overhead of such orthogonal combinations. One downside of this solution is that the monitor service code lives in user mode, so monitor services are no longer protected from potential abuse; this might be OK security-wise if the composed micro-policies include memory safety and CFI, but it greatly complicates formal reasoning (which runs the danger of becoming circular).

For policies with monitor services, composition is a bigger problem, since one policy’s monitor services can break another policy’s guarantees. For example, if we wish to enforce IFC together with other policies, observing the tags of these other policies via monitor operations can reveal sensitive information and thus break the noninterference property established for the IFC micro-policy in isolation. There are several ways one could approach this problem. The first way builds on the idea of **vertical sequential composition**. In this case a linear order is carefully chosen in advance between the micro-policies to be composed. One starts with the lowest-level micro-policy and the bare hardware and proves that the policy is correct with respect to a higher-level abstract machine. This higher-level abstract machine virtualizes the tagging mechanisms in the hardware so that the second micro-policy can be implemented on top of this first abstract machine, instead of the bare hardware. We then prove the correctness of this second micro-policy with respect to a second abstract machine, and so on. While this technique is likely to work well for one-off proofs, it is dependent on the set of composed policies
and the initially chosen order between them. If we want to add or remove policies we can only do that at the top of the stack; otherwise we have to redo a large number of proofs. One can try to use ideas from monad transformers to lift some of these limitations. One can view the micro-policies verified in (Azevedo de Amorim et al., 2014b) as examples of vertical sequential compositions of a low-level monitor-self protection policy and the considered higher-level policy.

The second approach we will consider can be called parallel composition or cross-product composition. The idea is to require each micro-policy to specify what should happen with its own tags on all other micro-policies’ monitor operations. Basically, all micro-policies’ monitor operations become “virtual instructions” for each micro-policy machine (thus the name cross-product composition). For instance, the IFC micro-policy could specify that the result of a monitor call that returns a value’s tag in another micro-policy is as classified as the original value. For this kind of composition there is additional proof effort when composing policies, and this effort scales quadratically with the number of composed policies.

Efficient Secure Compilation Using Micro-Policies

Micro-policies are very well suited for efficiently enforcing all high-level language abstractions against all low-level attackers. Formally, this is captured by a property called full abstraction (Abadi, 1999; Abadi and Plotkin, 2012; Fournet et al., 2013) or secure compilation (Agten et al., 2012); because of the presence of an attacker this is a much stronger property than the usual compiler correctness (Leroy, 2009). Efficiently enforcing full abstraction all the way to the machine code level is, however, very hard. While some fully abstract compilers have been built, they often have very large overhead (Fournet et al., 2013), large TCB (Fournet et al., 2013), or only provide weak probabilistic guarantees against specific classes of attacks (Abadi and Plotkin, 2012). We will explore the feasibility of building an efficient fully abstract compiler targeting a micro-policy machine.

We will start by investigating simple languages: an imperative language with first-order procedures, a simple object-oriented language with private fields (Agten et al., 2012), the untyped and the simply typed \(\lambda\)-calculus, etc. In each case we will identify a set of micro-policies that can be composed to enforce the higher-level abstractions with low overhead, devise a simple compiler targeting this composite policy, and prove full abstraction in Coq for this compiler. To obtain efficient compiled code, it may be interesting to consider hybrid static / dynamic enforcement strategies. Even for such simple languages there are several expected challenges, which we group into three classes: (i) We need to formally define the class of contexts we want to protect against. While this class will be very broad, it will still need to distinguish the untrusted context from the compiled program. Furthermore protecting against certain kinds of attacks (e.g., timing attacks, in which a low-level context counts instructions to obtain information a high-level context cannot obtain) might be out of the reach for micro-policies, in which case they need to be carefully excluded from our security notion. (ii) We need to secure the runtime system used by the code we produce. High-level languages usually rely on a garbage collector, programs in all languages rely on library code, concurrent programs rely on a scheduler, and all these components also have to be protected from the untrusted context. (iii) Obtaining end-to-end full-abstraction proofs will be challenging, and will require changes to our proof methodology (Azevedo de Amorim et al., 2014a), which is currently based on the weaker notion of refinement. Previous work on contextual refinement (Liang et al., 2013; Shao et al., 2013) could be useful at bridging this gap.

An Architecture-Independent Language for Micro-Policies

Our previous work has targeted specific hardware architectures: MIPS, Alpha (Dhawan et al., 2015), or an idealized RISC (Azevedo de Amorim et al., 2014a,b; Hritcu et al., 2014). Writing micro-policies and formally verifying them is challenging; so we would like to avoid repeating this effort for each architecture. Moreover, we want to scale our techniques up to more realistic and complex architectures (like ARM or even x86). We will try to achieve all this by expressing and verifying micro-policies at the RTL (register transfer list) level (Dias and Ramsey, 2010; Lim, 2011; Ramsey and Davidson, 1998; Ramsey and Fernandez, 1997). Any instruction set architecture (ISA) that can be specified in our RTL will get for free verified monitors for standard properties. We will take inspiration in the RockSalt project (Morrisett et al., 2012) that introduced a dependently-typed monadic RTL embedded into Coq, and used this RTL to encode and reason about a fragment of the x86 ISA.

\[1\]Our previous verification efforts (Azevedo de Amorim et al., 2014a,b) add up to more than 40,000 LOC (https://github.com/micro-policies).
Study Expressive Power of Micro-Policies

Formally characterizing the class of properties that can be expressed as micro-policies and efficiently enforced by the PUMP is an interesting open problem. We know for sure that this class includes interesting security properties: IFC, CFI, compartmentalization, and memory safety, but precisely characterizing this class is challenging. One can take inspiration in the work done by Schneider et al. (Hamlen et al., 2006; Schneider, 2000) for execution monitors and program rewriting, but one has to also capture the working sets and caching behavior of micro-policies. If we restrict our attention to specific programs, we can try to use static analysis to predict caching behavior (Ferdinand et al., 1999; Wilhelm et al., 2008).
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